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Abstract

Rainfall is natural climatic phenomena whose prediction is challenging and demanding. Worldwide numerous
attempts have been made to predict its behavioral pattern using various techniques. The present study is to find
a suitable seasonal forecasting model for forecasting monthly rainfall in Tamilnadu. For this purpose, a dataset
containing a total of 136 years (1871 - 2006) monthly rainfall totals of Tamilnadu is obtained from Indian Institute
of Tropical Meteorology (IITM), Pune, India and the suitable forecasting model is identified through Box – Jenkins
SARIMA modeling.
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I. INTRODUCTION

The effects of climate change on various
environmental variables have been widely observed in
many regions around the world. Among these variables,
rainfall is the most concerned climate-change-affected
variable due to its nonhomogeneous distributions in
time and in space.

The average rainfall series of Tamilnadu for the
northeast monsoon months of October to December
and the season as a whole were analysed for trends,
periodicities and variability using standard statistical
methods by O.N. Dhar, P.R. Rakhecha and A.K.
Kulkarni. Also they analysed the trends, periodicities
and variability in the seasonal and annual rainfall series
of Tamilnadu. The association between the southwest
and northeast monsoon rainfall over Tamilnadu have
been examined for the 100 year period from 1877 –
1976 through a correlation analysis by O.N. Dhar and
P.R. Rakhecha. The prediction of annual rainfall over
Tamilnadu has been made using Auto Regressive
Integrated Moving Average method by M. Nirmala and
S.M. Sundaram. The local and teleconnective
association between Northeast Monsoon Rainfall
(NEMR) over Tamilnadu and global Surface
Temperature Anomalies (STA) is examined using the
monthly grid-ded STA data for the period 1901-2004
by Balachandran S., Asokan R. and Sridharan S. The
modeling and the prediction of rainfall is done through
the statistical method based on autoregressive

integrated moving average (ARIMA) and the emerging
computationally powerful techniques based on ANN. In
this paper, modeling and forecasting of monthly rainfall
in Tamilnadu is made through the conventional method
called Box – Jenkins Seasonal ARIMA model.

II. STUDY AREA

Tamilnadu stretches between 8 5  N and
13 35  N latitudes and between 78 18  E and 80 20
E longitudes (fig.1). It is bounded on the north by
Andhra Pradesh and Karnataka, on the east by the
Bay of Bengal, on the south by the Indian Ocean and
on the west by the state of Kerala. The state of
Tamilnadu receives rainfall in both the southwest and
northeast monsoons. Agriculture is more dependant on
the northeast monsoon. The entire Cauvery delta zone,
which an important agro-climatic zone, depends
primarily on the southwest monsoon. Hence, the fate
of the agricultural economy of the state is decided by
the monsoons. Tamilnadu, located in southeast
Peninsular India receives the major part of its annual
rainfall during the northeast monsoon (the three-month
period from October to December). While coastal
Tamilnadu receives about 60% of its annual rainfall,
interior Tamil Nadu receives about 40–50% of annual
rainfall during Northeast monsoon season.
Approximately 33% of annual rainfall in Tamilnadu is
from the southwest monsoon and 48% is from the
northeast monsoon.
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Fig 1: Geographical location of area of study,
Tamilnadu

III. DATA AND METHOD

A dataset containing a total of 136 years (1871
- 2006) monthly rainfall totals of Tamilnadu was
obtained from Indian Institute of Tropical Meteorology
(IITM), Pune, India.

A. Box-Jenkins Seasonal ARIMA Model:
Univariate time series analysis using Box-Jenkins

ARIMA model is a major tool in hydrology and has
been used extensively, mainly for the prediction of such
surface water processes as precipitation and
streamflow events. It is basically a linear statistical
technique and most powerful for modeling the time
series and rainfall forecasting due to ease in its
development and implementation. The ARIMA models
are a combination of autoregressive models and
moving average models. The autoregressive models
AR p  base their predictions of the values of a variable
xt , on a number p of past values of the same variable
number of autoregressive delays xt  1, xt  2, . . .

Xt p and include a random disturbance et. The moving

average models MA q generate predictions of a
variable xt based on a number q of past disturbances
of the same variable prediction errors of past values
et  1, et  2,. . ., et q. The combination of the auto

regressive and moving average models AR p  and MA
q generates more flexible models called ARMA
p, q  models. The stationarity of the time series is

required for the implementation of all these models. In

1976, Box and Jenkins proposed the mathematical
transformation of the non stationary time series into
stationary time series by a difference process defined
by an order of integration parameter d. This
mathematical transformation transforms ARMA p, q
models for non stationary transformed time series as
the ARIMA p, d, q  models, Autoregressive Integrated
Moving Average models.

The ARIMA model building strategy includes
iterative identification, estimation, diagnosis and
forecasting stages. Identification of a model may be
accomplished on the basis of the data pattern, time
series plot and using their autocorrelation function and
partial autocorrelation function. The parameters are
estimated and tested for statistical significance after
identifying the tentative model. If the parameter
estimates does not meet the stationarity condition then
a new model should be identified and its parameters
are estimated and tested. After finding the correct
model it should be diagnosed. In the diagnosis process,
the autocorrelation of the residuals from the estimated
model should be sufficiently small and should resemble
white noise. If the residuals remain significantly
correlated among themselves, a new model should be
identified estimated and diagnosed. Once the model is
selected it is used to forecast the monthly rainfall
series. Time series analysis provides great
opportunities for detecting, describing and modeling
climatic variability and impacts. Ultimately, to
understand the meteorological information and integrate
it into planning and decision making process, it is
important to study the temporal characteristic and
predict lead times of the rainfall of a region. This can
be done by identifying the best time series model using
Box – Jenkins Seasonal ARIMA modeling techniques.

IV. RESULTS AND DISCUSSIONS

A Time Series plot is used to display the time
variation of one or more scalar. It is a graph showing
a set of observations taken at different points in time
and charted in a time series (fig. 2). These
observations are usually successive and equally
spaced in time intervals. At first the time series data
is lag transformed. A good starting point for time series
analysis is the graphical plot of the data.
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Fig. 2. Time series plot of Monthly Rainfall in
Tamilnadu

Some of the statistical measures are tabulated in
table 1 to understand the characteristics of the monthly
rainfall series in Tamilnadu.

Table 1: Descriptive Statistics of log transformed
monthly rainfall series

Mean Std
Deviation

Coeffi of
Variation

Median

5.9562 1.6065 26.97 8.4109

An important guide to the properties of a time
series is provided by a series of quantities called
sample autocorrelation coefficents or serial correlation
coefficent, which measure the correlation between
observations at different distances apart.

Fig. 3. The Autocorrelation function plot of Monthly
Rainfall in Tamilnadu

These coefficents often provide insight into the
probability model which generated the data. The
sample autocorrelation coefficent is similar to the
ordinary correlation coefficent between two variables

x  and y  except that it is applied to a single time
series to see if successive observations are correlated.

Given N  observations, on discrete time series
we can form N  1  pairs of observations. Regarding
the first observation in each pair as one variable and
the second observation as a second variable, the
correlation coefficent between and is called
autocorrelation coefficent of order one. The correlogram
is a commonly-used tool for checking randomness in
a dataset. This randomness is ascertained by
computing autocorrelations for data values at varying
time lags. The autocorrelation coefficient is a valuable
tool for investigating properties of an empirical time
series. Autocorrelations can be used to determine
whether there is any pattern like AR, MA, ARMA and
ARIMA in the time series. The absence of such
patterns shows that the time series is random. The
autocorrelation plot shows how values of the time
series are correlated with the past values of the series.

The partial autocorrelation measures the degree
of association between yt and yt k when the effect of

other time lags 1,2,3 k  1 is somehow removed.

Fig. 4. The Partial Autocorrelation function plot of
Monthly Rainfall in Tamilnadu

A stationary time series is one whose statistical
properties such as mean, variance, autocorrelation are
all constant over time. Most statistical forecasting
methods are based on the assumption that the time
series is approximately stationary through the use of
mathematical transformations. A stationarized series is
relatively easy to predict. Another reason for trying to
stationarize a time series is to be able to obtain
meaningful sample statistics such as means, variances,
and correlations with other variables. Such statistics are
useful as descriptors of future behavior only if the
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series is stationary. The graph of autocorrelation
function of monthly rainfall series in Tamilnadu (fig. 3)
shows that the series is not stationary.

Seasonality can be defined as a pattern of a time
series, which repeats at regular intervals every year.
Seasonal fluctuations in a time series data make it
difficult to analyse whether changes in data for a given
period reflect important increases or decreases in the
level of the data, or are due to regularly occurring
variation. Seasonal patterns of time series can be
examined through correlograms. Seasonality can be
found by identifying those autocorrelation coefficients of
more than two or three time lags that are significantly
different from zero. The autocorrelation function
coefficient and the partial autocorrelation coefficient for
the first twelve lags are given in table 2. Since the
decay of seasonal ACF is very gradual, the series
remains seasonally nonstationary and is in need of
seasonal differencing.

Table 2. Autocorrelation and partial
autocorrelation functions coefficients for first

twelve lags for the monthly rainfall in Tamilnadu

LAG ACF PACF

1 0.376 0.376

2 0.104 0.044

3 0.139 0.190

4 0.268 0.177

5 0.270 0.114

6 0.241 0.133

7 0.273 0.248

8 0.266 0.265

9 0.133 0.155

10 0.120 0.023

11 0.373 0.159

12 0.571 0.334

The Box – Jenkins SARIMA model:
A powerful model for describing stationary and

non - stationary seasonal time series is Seasonal
Autoregressive Integrated Moving Average process
(SARIMA) of order p, d, q P, D, Q s. Model

identification can be made through the autorrelation
function and partial autocorrelation function plots (fig. 3
& 4). The tentative SARIMA model for the monthly
rainfall series of Tamilnadu is identified as (0,1,1)  
0, 1, 1 12.

Fig. 5. The residual plots of ACF and PACF of
Monthly Rainfall Series

Performance Evaluation Criteria:
The error measure used in this research work is

the Mean Absolute Percentage Error (MAPE) measure,
which is given by

MAPE  100 
t  1

N
|Et|
Yt

N

...(1)

where Yt and Et represent desired inputs and

corresponding errors at t  1, 2, , N respectively. For
this model SARIMA (0,1,1)  0, 1, 1 12, the error
measure, Mean Absolute Percentage Error is 17.545.
Also, the residual plots (fig. 5) show that the
autocorrelation and partial autocorrelation coefficients
all lie inside the confidence limits, which shows that
the fit is a good fit. The graph (fig. 6) shows the
observed and fitted values obtained through SARIMA
Model for the monthly rainfall in Tamilnadu.

V. CONCLUSION

Present study concludes that the time series
forecasting model SARIMA can be of great use in
forecasting monthly rainfall over Tamilnadu.

As climate and rainfall prediction involves
tremendous amount of imprecision and uncertainty, if
more input parameters like. EI-Nino Southern
Oscillations (ENSO) resulting from the pressure
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oscillations between the tropical Indian Ocean and the
tropicalPacific Ocean and their quasi periodic
oscillations, land surface temperatures are available,
then a prediction of higher accuracy would be possible.
As the MAPE value of the series is comparatively less,
the forecasting model is reliable.
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Fig. 6. Graph showing observed and fitted values
through the model SARIMA (0,1,1)  0, 1, 1 12

Nirmala et al: A Seasonal Arima Model for Forecasting ...  47


